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Abstract. What can be done to combat political misinformation? One prominent in-
tervention involves attaching warnings to headlines of news stories that have been
disputed by third-party fact-checkers. Here we demonstrate a hitherto unappreciated
potential consequence of such a warning: an implied truth effect, whereby false headlines
that fail to get tagged are considered validated and thus are seen as more accurate. With a
formal model, we demonstrate that Bayesian belief updating can lead to such an implied
truth effect. In Study 1 (n = 5,271 MTurkers), we find that although warnings do lead to a
modest reduction in perceived accuracy of false headlines relative to a control condition
(particularly for politically concordant headlines), we also observed the hypothesized
implied truth effect: the presence of warnings caused untagged headlines to be seen as
more accurate than in the control. In Study 2 (n = 1,568MTurkers), we find the same effects
in the context of decisions about which headlines to consider sharing on social media. We
also find that attaching verifications to some true headlines—which removes the ambi-
guity about whether untagged headlines have not been checked or have been verified—
eliminates, and in fact slightly reverses, the implied truth effect. Together these results
contest theories of motivated reasoning while identifying a potential challenge for the
policy of using warning tags to fight misinformation—a challenge that is particularly
concerning given that it is much easier to produce misinformation than it is to debunk it.
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Falsehood flies, and truth comes limping after it.
—Jonathan Swift, The Examiner, No. XIV

1. Introduction
The spread of misinformation, particularly on social
media, poses an important challenge. Misleading
statements about companies and products can have
large financial consequences, false rumors within
organizations can cause confusion and undermine
productivity, andmisperceptions about negative side
effects can interfere with medical decisions such as
whether to vaccinate. Nowhere are concerns about

misinformation more prevalent currently than in the
context of politics, where so-called partisan fake news
stories—that is, fabricated stories presented as if from
legitimate sources—emerged as a major issue during
the 2016 U.S. presidential election (Lazer et al. 2018).
These stories largely spread online, and social media
sites are under increasing pressure to intervene and
curb the problem of fake news. Here we consider one
intuitively compelling and widely implemented ap-
proach to fighting fake news: providing information
about the veracity of news stories by tagging de-
monstrably false headlines with warnings. In doing so,
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we aim to advance theory regarding perceptions of
misinformation broadly while also helping to inform
policy decisions of social media platforms and their
regulators.

The logic behind this approach is straightforward:
if people are warned that a headline is false, they should
be less likely to believe it. Some prior work supports this
line of reasoning: explicit warnings have been found to
reduce the effects of subsequently corrected misinfor-
mation (Ecker et al. 2010, Lewandowsky et al. 2012,
Chan et al. 2017) and to combat politicized inter-
pretations of science (Bolsen and Druckman 2015,
Cook et al. 2017, van der Linden et al. 2018). Other
work, however, suggests that warnings may be ren-
dered ineffective by politically motivated reasoning,
whereby people are biased against believing in-
formation that challenges their political ideology
(Garrett and Weeks 2013, Flynn et al. 2016, Kahan
2017). Indeed, such warnings might actually backfire
and increase belief (Nyhan and Reifler 2010, Nyhan
et al. 2013, Schaffner and Roche 2016, Berinsky 2017).
For example, Nyhan and Reifler (2010) found evi-
dence that including a correction of GeorgeW. Bush’s
false statements about weapons of mass destruction
in Iraq led to increased belief in the false claim among
strong conservatives—although subsequent studies
have failed to observe similar effects (Wood and
Porter 2018, Clayton et al. 2019, Nyhan et al. 2019).
Thus, the literature does not offer a clear answer as to
whether warning tags will effectively reduce belief in
false news.

Beyond the potential for this form of backfire, there
is an additional (potentially more serious) concern re-
garding misinformation warnings that, to our knowl-
edge, has not been raised previously, whichwewill refer
to as the implied truth effect. When attempting to fight
misinformation using warnings, it is necessary for
some third party to examine every new piece of in-
formation and either verify or dispute it. Given that it
is much easier to produce misinformation than it is to
assess its accuracy, it is almost certain that only a
small fraction of all misinformation will be success-
fully tagged with warnings. Thus, the implication of
the absence of awarning is ambiguous: does the lack of
a warning simply mean that the headline in question
has not yet been checked, or does it imply that the
headline has been verified (which should lead to an
increase in perceived accuracy)? To the extent that
people draw the latter inference, tagging some false
news headlines with warnings will have the unin-
tended side effect of causing untagged headlines to
be viewed as more accurate. Such an implied truth
effect, combined with the near impossibility of fact-
checking all (or even most) headlines, could pose an
important challenge for attempts to combat misin-
formation using warnings.

1.1. Current Work
In this paper, we assess the effect of warnings on per-
ceptions of accuracy and social media sharing inten-
tions, both for headlines that are tagged with warnings
and for those that are not. We begin by introducing a
Bayesian model of belief updating in response to the
presence or absence of a warning that demonstrates that
rational Bayesian reasoning can give rise to the implied
truth effect. The model also indicates conditions under
which we should expect the implied truth effect to be
smaller versus larger, and it suggests apotential solution:
the implied truth effect should be eliminated if, in addi-
tion to puttingwarnings on headlines that fact-checkers
deem to be false, headlines that are fact-checked and
found to be true are labeled accordingly. This is because
with the addition of verified tags, it is clear that un-
tagged headlines have not yet been checked.
Next, we provide an empirical test of the effect of

applying “Disputed by 3rd Party Fact-Checkers” tags
to the headlines of news stories deemed to be false (as
Facebook began doing following the 2016 U.S. pres-
idential election; Mosseri 2016). In these experiments,
participants rated the accuracy of a series of true
and false ( fake news) headlines and were randomly
assigned to one of two conditions: (1) a control where
both false and true news headlines were displayed
without any warnings and (2) a warning treatment
where half the false news headlines were displayed
with “disputed” warnings and the remainder (both
false and true) were displayed without warnings. In
line with predictions of the formal model, we find
(1) that false headlines tagged asdisputed in thewarning
treatment were rated as somewhat less accurate than
analogous headlines in the control, whereas (2) false
headlines with no tags in the warning treatment
(regardless of their actual veracity) were rated as
somewhat more accurate than analogous headlines in
the control. That is, we observe both a warning effect
and an implied truth effect.
In a second experiment, we tested for a warning

effect and an implied truth effect on willingness to
share headlines on social media. We also used a
“FALSE” warning that was much more explicit and
noticeable than the disputed tag originally intro-
duced by Facebook for the purposes of strengthening
the inferences that people make about the presence
and absence of the warnings. Finally, we tested
the model prediction that the implied truth effect
would be eliminated by adding a warning + verifica-
tion treatment in which verified headlines were tagged
as “TRUE” in addition to disputed headlines being
tagged as “FALSE” (thereby removing any reason to
infer that untagged items have potentially been
verified). In line with predictions, we find both a
warning effect and an implied truth effect on sharing
intentions in the warning treatment (i.e., where some
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but not all false headlines are tagged with warnings),
and although the warning effect persists in the
warning + verification treatment, the implied truth
effect is eliminated. Further supporting our proposed
mechanism, we also find that a substantial fraction of
participants in the warning treatment indicated that
they thought untagged headlines had been verified
and that this fraction is dramatically reduced in the
warning + verification treatment.

2. Formal Model
To provide a formal demonstration of why we hy-
pothesize the existence of an implied truth effect, we
develop a Bayesian model of belief updating when
some headlines are tagged with warnings. The model
and analysis are described in detail in the supple-
mental material and briefly summarized here.

In our model, a given person assessing the accuracy
of a given headline has a baseline belief that the
headline is true (his or her prior). He or she also has
beliefs about the probability that the headline has
been checked by fact-checkers and the probability
that the fact-checkers make an error about the head-
line’s veracity if they fact-check it. We then use
Bayes’ rule to determine how the person’s belief about
the accuracy of the headline changes when seeing
either a warning or no warning on the headline.

We find that—regardless of the specific value of the
person’s prior and his or her beliefs about probabilities
of checking and fact-checking errors—a Bayesian will
reduce his or her belief in headlines with warnings
(the warning effect) and increase his or her belief in
headlineswithoutwarnings (the implied truth effect).
In Studies 1 and 2, we provide experimental tests for
these model predictions regarding the existence of a
warning effect and an implied truth effect.

Finally, we extend themodel to consider the impact
of not only adding warnings to headlines found to be
false but also adding verifications to headlines found
to be true. Intuitively, if the implied truth effect is
driven by ambiguity about whether an untagged
headline has not been checked or has been checked
and verified, this effect should be eliminated by the
addition of verification tags because there is no longer
any ambiguity. And, indeed, that is what the model
shows—the magnitude of the implied truth effect is
reduced to 0 by the addition of verification tags. We
test this prediction empirically in Study 2.

3. Study 1: Implied Truth and
Accuracy Judgments

Having established the theoretical basis for our pre-
dictions, we now evaluate these predictions using
experimental data. In Study 1, we test the predictions
regarding the existence of a warning effect and an

implied truth effect when warnings are attached to
a subset of false headlines. We do so by eliciting
accuracy judgments from participants in a survey
experiment and examining the effect of adding a
“Disputed by 3rd Party Fact-Checkers” warning to
half the false headlines.

3.1. Method
3.1.1. Participants. We recruited a large sample of
American residents (total n = 5,271, Mage = 37 years;
2,897 women; 56% preferred Clinton over Trump as
president of the United States in a forced choice) from
Amazon Mechanical Turk across five experimental
sessions conducted in July and August of 2017, all of
which had an identical design (we present the data
from all studies we ran with this design). Mechani-
cal Turk (Horton et al. 2011), although not nationally
representative, has been shown to be a reliable re-
source for research on political ideology (Krupnikov
and Levine 2014, Mullinix et al. 2015, Coppock 2018).
Furthermore, it is unclear that a nationally repre-
sentative survey would actually be more represen-
tative than Mechanical Turk with respect to the rel-
evant target population for this work: people who
read and share fake news online. Breakdowns of
sample sizes and data exclusions for each study can
be found in the supplemental material.

3.1.2. Materials. In both conditions, all headlines were
presented in standard “Facebook format”with picture,
headline, lede sentence, and source (see Figure 1). The
false news headlines were selected from Snopes.com,
a third-party website that fact-checks news stories.
All false news headlines were from stories that were
verified as having been fabricated and entirely untrue.
We selected true news headlines by choosing contem-
porary stories that were from mainstream news outlets
and that did not contain factual errors or fabrication.
Participants were shown an equal mix of pro-

Republican/anti-Democrat headlines and pro-
Democrat/anti-Republican headlines, which were
matched on average intensity of partisanship based
on a pretest. Pretest details and all headlines can be
found in the supplementalmaterial.Wecounterbalanced
which itemswere tagged in thewarning treatmentacross
participants. For analyses comparing politically con-
cordant versus discordant headlines, items that were
pretested to be Democrat consistent (pro-Democrat/
anti-Republican) were coded as politically concordant
for participants who indicated a preference for Hillary
Clinton over Donald Trump and discordant for par-
ticipants who indicated a preference for Trump over
Clinton (and vice versa for Republican-consistent
items). A subset of the participants in the warning
condition was also asked a set of follow-up questions
about their interpretation of the warning (and its
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absence). Information about demographic questions
and additional exploratory measures can be found in
the supplemental material.

3.1.3. Procedure. The procedure was identical in all
five experimental sessions. Participants were first
presented with the following instructions: “You will
be presented with a series of news headlines from
2016 and 2017 (24 in total). We are interested in two
things: (1) Whether you think the headlines are ac-
curate or not. (2) Whether you would be willing to
share the story on social media (such as Facebook or
Twitter).” Participants were then randomly assigned
to one of two conditions: (1) control, where 12 false
and 12 true news headlines were displayed with-
out any warnings, or (2) warning treatment, where 6
randomly selected false news headlines were dis-
playedwith warnings, and the remainder of the items
(6 false, 12 true) were displayed without any warn-
ings. Moreover, participants in the warning treatment
were randomly assigned to one of two counterbalance
conditions wherein one set of 6 false headlines was
flagged as disputed for one condition and the other set
of 6 was flagged for the other condition. The order of
the false and true headlines was randomized for each
participant.

For each headline, participants answered two
questions: (1) “To the best of your knowledge, how
accurate is the claim in the above headline?” (re-
sponse options: not at all accurate, not very accurate,
somewhat accurate, very accurate), and (2) “Would
you consider sharing this story online (e.g., through
Facebook or Twitter)?” (response options: no, maybe,
yes). Our main analysis focuses on responses to the
first question assessing accuracy because there is

reason to be concerned that responses regarding shar-
ing intentions may have been corrupted by having par-
ticipants answer the accuracy question immediately
beforehand. We examine sharing in more detail, with-
out this design confound, in Study 2 (for complete-
ness, the results of the sharing question in Study 1 are
shown in the supplemental material; although the mag-
nitude of the treatment effects on sharing intentions
are extremely small and thus do not achieve statisti-
cal significance, the pattern is qualitatively similar to
what we observe for accuracy judgments).

3.1.4. Analysis. Data and preregistrations are avail-
able online (https://osf.io/b5m3n/). For each of the
five experiments, we preregistered analyses con-
ducted at the level of the individual (i.e., for each
participant, averaging the accuracy ratings for each
type of headline, and then using separate t-tests to
evaluate a warning effect, an implied truth effect
among false headlines, and an implied truth effect
among true headlines). However, it subsequently
came to our attention that such a procedure is prob-
lematic andmay introduce bias (Judd et al. 2012). Thus,
we deviate from our preregistered analysis plans
(although we note that using the preregistered ana-
lyses produces qualitatively equivalent results; see
the supplemental material).
Instead, we analyze our data at the level of the

rating (accuracy ratings rescaled to the interval
[0, 1]; 24 observations per participant) using a single
linear regression with robust standard errors clus-
tered on both participant and headline and including
experimental session dummies. Our regression takes
the control condition as the baseline and tests for a
warning effect (or, potentially, a backfire effect if
the warning hurts rather than helps) with a Warned
dummy that indicates a headline being in thewarning
treatment and having a warning, and tests for an
implied truth effect with an Untagged dummy that
indicates a headline being in the warning treatment
and not having a warning. We also include centered
dummies for the headline’s veracity (−0.5 = false, 0.5 =
true) and political concordance (−0.5 = politically
discordant, 0.5 = politically concordant) and a z-
scored dummy for the participant’s partisanship
(preference for Trump over Clinton), as well as all
relevant interactions. (We preregistered this alterna-
tive analysis plan for Study 2; see https://osf.io/
b5m3n/). For all ratings from the 28 participants
who did not answer the question about preference for
Clinton versus Trump, the political concordance and
participant partisanship dummies were assigned a
value of 0. This analysis collapses across the five
experimental sessions because their designs were
identical; for a disaggregated analysis of each session
separately, see the supplemental material.

Figure 1. (Color online) Sample Tagged False News
Headline with “Disputed” Warning, as Shown to
Participants in theWarning Treatment Condition of Study 1
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These experiments were approved by the Yale Hu-
man Subject Committee, IRB Protocol #1307012383.

3.2. Results
The percentage of headlines rated as accurate by
condition and headline veracity is shown in Figure 2,
and regression results are shown in Table 1.

Several effects are apparent. First, we observe a
significant warning effect (main effect of warning
dummy, p = 0.001): false headlines in the warning
treatment that were presented with warnings were
perceived as less accurate (M = 0.187) than false
headlines in the control (M = 0.220). Furthermore, this
main effect was qualified by a significant negative
interaction between the warning dummy and polit-
ical concordance (p = 0.003) such that the warning
effect was roughly twice as large for politically
concordant headlines (warning, M = 0.210; control,
M = 0.253) as for politically discordant headlines (warn-
ing, M = 0.187; control, M = 0.164).

Thus, there was no evidence of a backfire effect
(i.e., the warning did not increase belief in tagged false
headlines that were consistent with the participant’s
political ideology). Instead, warnings were more ef-
fective for headlines that individuals have a political
identity-based motivation to believe. This is incon-
sistent with popular motivated reasoning accounts of
fake news under which it is predicted that people
should discount information that contradicts their
political ideology (Kahan 2017). Because prior work
had particularly identified that warning backfires
among conservatives (Nyhan and Reifler 2010), we
also note that there were no significant interactions
with participant partisanship.

We do, however, find a significant implied truth
effect (main effect of untagged dummy, p = 0.001), the
size of which did not differ between false and true
headlines (interaction between untagged and true, p =
0.50): headlines that were not tagged in the warning
treatment were rated as more accurate than those
in the control, be they false (untagged, M = 0.229;
control, M = 0.220) or true (untagged, M = 0.542;
control,M = 0.530). The size of the implied truth effect
also did not differ significantly based on headline
concordance or participant partisanship.
Finally, although these effects are not related to our

treatment manipulation, we note that participants were
more likely to believe true headlines (M = 0.536) com-
pared with false headlines (M = 0.214) and politically
concordant headlines (M= 0.416) compared with po-
litically discordant headlines (M = 0.334). Consistent
with previous findings suggesting that political con-
cordance is not the main driver of people’s attitudes
toward news (e.g., Pennycook and Rand 2019a, b), a
post hoc comparison finds that the effect of veracity is
roughly four times larger than the effect of political
concordance (F = 50.78, p < 0.001).
Taken together, the results of Study 1 confirm the

predictions of our model: the “disputed” warning
decreases belief in items that are tagged (the warning
effect) but increases belief in items that are untagged
(the implied truth effect). In terms of magnitude, both
the warning effect and the implied truth effect were
quite small, perhaps because of the somewhat subtle
nature of the warning that we (and Facebook) used.
Many participants may not have noticed the warn-
ings, or they may not have understood what they
meant and therefore ignored them (a possibility that

Figure 2. (Color online) Percentage of Headlines that Participants in Study 1 Rated asAccurate (i.e., Gave a 3 or 4 on the 4-Point
Likert Scale) by the Tag Attached to the Headline (Top Row of x-Axis Label), the Experimental Condition (Middle Row of
x-Axis Label), and the Headline’s Veracity (Bottom Row of x-Axis Label)

Note. The y-axis scale is the same for both panels (such that the magnitude of differences is comparable across panels) but the right panel begins
at 45%, not 0%
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is supported by examining participants’ free-text re-
sponses to the question about the warning). None-
theless, the implied truth effect we observed was
substantial relative to the warning effect, being
roughly one-third as large. Furthermore, consistent
with our proposed mechanism, among the partici-
pants in the warning treatment who were asked
about their inferences regarding untagged headlines,
21.5% explicitly indicated that they thought untagged
headlines had been checked and verified (and another
28.3% indicated something other than the headlines
having not yet been checked).

4. Study 2: Implied Truth and Social
Media Sharing

Study 1 established the existence of a warning effect
and an implied truth effect for accuracy judgments
when half the false headlines were tagged as being
disputed by third-party fact-checkers. In Study 2, we
extend these findings in several ways. First, we test
whether these effects generalize from judging the

accuracy of a headline to considering whether to share
the headline on socialmedia. To the extent that people
are more inclined to share headlines they find to be
more accurate (in addition to whatever other motives
exist for sharing, such as reputational concerns and
signaling of shared group membership), we would
also expect to observe both a warning effect and an
implied truth effect when examining sharing. This
investigation extends the implications of the present
work beyond what people believe and into social
media decision making—and, in particular, the shar-
ing decisions that are responsible for the spread of
misinformation online.
Second, we ask whether the findings from Study 1

generalize beyond the specific “Disputed by 3rd Party
Fact-Checkers”warning introduced by Facebook.We
do so by using a much more explicit and obvious
warning (the word “FALSE” stamped in red across
the image above the headline; see Figure 3) and by
including introductory text at the outset of the study

Table 1. Linear Regression Predicting Accuracy Ratings (Four-Point Likert Scale Rescaled
to the Interval [0, 1]) in Study 1

Variable

(1) (2) (3) (4) (5)

Coefficient
95% Confidence

interval t-Statistic p-Value

Warned −0.0324*** −0.0519 −0.0129 −3.259 0.001
Untagged 0.0112*** 0.00469 0.0177 3.371 0.001
True 0.310*** 0.252 0.368 10.39 <0.001
Prefer Trump to Clinton −0.00195 −0.0157 0.0118 −0.278 0.781
Concordant 0.0851*** 0.0574 0.113 6.028 <0.001

Warned × Concordant −0.0204*** −0.0338 −0.00698 −2.979 0.003
Warned × Trump 0.00440 −0.00447 0.0133 0.973 0.331
Warned × Concordant × Trump 0.0116 −0.0239 0.0472 0.641 0.521
Untagged × True 0.00316 −0.00607 0.0124 0.671 0.502
Untagged × Concordant −0.00111 −0.00849 0.00627 −0.294 0.768
Untagged × Trump 0.00235 −0.00435 0.00905 0.687 0.492
Untagged × Concordant × Trump −0.000605 −0.00745 0.00624 −0.173 0.862
Untagged × True × Trump −0.00917 −0.0188 0.000430 −1.872 0.061
Untagged × Concordant × True −0.00173 −0.0140 0.0105 −0.276 0.782
Untagged × Concordant × True × Trump 0.00327 −0.00766 0.0142 0.586 0.558
True × Concordant 0.0381 −0.0169 0.0932 1.359 0.174
Concordant × Trump 0.00352 −0.0545 0.0616 0.119 0.906
True × Trump −0.00884 −0.0363 0.0186 −0.631 0.528
True × Concordant × Trump 0.0233 −0.0927 0.139 0.394 0.694
Session dummies Yes
Constant 0.359*** 0.328 0.390 22.87 <0.001
Observations 126,214
Participants 5,271
Headlines 24
R2 0.246

Notes. Robust standard errors are clustered on participant and headline. The variable Concordant equals
0.5 for politically consistent (i.e., pro-Democrat headlines for Clinton supporters/pro-Republican
headlines for Trump supporters) and −0.5 for politically inconsistent (i.e., pro-Democrat headlines for
Trump supporters/pro-Republican headlines for Clinton supporters).

*p < 0.05; **p < 0.01; ***p < 0.005.
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that explains what the warning means and how it is
assigned.

Third, we provide support for the specific mecha-
nism we have proposed by testing the model’s pre-
diction regarding a solution to the problem of im-
plied truth: in addition to a control condition with no
tags and a warning treatment in which some false
headlines are labeled with a “FALSE” warning, we
include a warning + verification treatment in which
some false headlines are labeled “FALSE” and some
true headlines are labeled “TRUE” (see Figure 3). This
removes ambiguity about whether the untagged
headlines have been verified and thus is predicted to
eliminate the implied truth effect. We also use the con-
trast between the warning treatment and the warning +
verification treatment to provide additional evidence
for our proposed mechanism by asking participants
in each of these treatments at the end of the study
whether they thought untagged headlines had been
verified or had simply not been checked. Our account
predicts that a substantial fraction of participants
should indicate that they thought the untagged head-
lines had been verified in the warning treatment and
that this fraction should be greatly reduced in the
warning + verification treatment.

4.1. Method
4.1.1. Participants. We recruited 2,991 individuals from
Mechanical Turk. Following our preregistration, we re-
stricted participation to individuals who indicated that
they both have a social media account (e.g., Twitter or
Facebook) andwould ever be willing to share political
content on social media. These inclusion criteria were
chosen in an effort to target our recruiting at the
relevant population: people who might share politi-
cal misinformation on Facebook. (People who never

share political content are not relevant here because
they would not choose to share the content regardless
of its perceived accuracy—and thus would not be
expected to respond to the warnings.) Furthermore,
the question about sharing political content was
mixed in with questions about sharing other kinds of
content, to minimize participants misreporting their
willingness to share in an effort to qualify for the
study. In total, 1,406 participants began the study but
were not permitted to continue as a result of failing
these inclusion criteria. A further 17 participantswere
removed because they did not provide any judg-
ments for the news-sharing task. The final sample
therefore consisted of 1,568 individuals (Mage = 37
years; 712 females, 815 males, 1 transgender female,
2 transgender males, 2 trans/nonbinary, and 5 who
preferred not to answer; 58.5% Democrats, 41.5%
Republicans).

4.1.2. Materials. Participants were presented with a
series of false and true headlines in the same format as
in Study 1 andwere randomly assigned to one of three
conditions: (1) a control, where all headlines were
presented in their original form; (2) a warning treat-
ment, where three-quarters of the false headlines were
stamped with “FALSE” (see Figure 3, left); and (3) a
warning + verification treatment, where three-quarters
of the false headlines were stamped with “FALSE”
and three-quarters of the true headlines were stam-
ped with “TRUE” (see Figure 3, right). Which head-
lines were stamped was counterbalanced across
participants. We increased our overall sample of
headlines by taking every headline that was collected
for previous pretests that continued to be relevantwhen
the experiment was run (February 2019)—that is, we
excluded headlines from previous pretests that

Figure 3. (Color online) Left: Sample Tagged False News Headline with “FALSE” Tag, as Shown to Participants in the
Warning and Warning + Verification Treatment Conditions of Study 2; Right: Sample Tagged True News Headline with
“TRUE” Tag, as Shown to Participants in the Warning + Verification Treatment Condition of Study 2
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were outdated (e.g., the false headline, “Paul Ryan:
‘Donald Trump Plans to Resign from Office Within
the Next 30 Days,’” references Ryan as being the
House Speaker, which was no longer true in February
2019). This left us with 36 false headlines (12 pro-
Democrat, 24 pro-Republican) and 28 true head-
lines (12 pro-Democrat, 16 pro-Republican). For each
participant, we randomly selected 32 headlines from
the full set while maintaining an equal number of
headlines from each subcategory (i.e., an equal num-
ber of false pro-Democrat, true pro-Democrat, false
pro-Republican, and true pro-Republican). For anal-
ysis purposes (according to our preregistration plan),
we determined politically concordant versus discordant
headlines as follows: items that were pretested to be
Democrat-consistent (pro-Democrat/anti-Republican)
were coded as politically concordant for participants
who indicated a preference for the Democratic Party
over the Republican Party and discordant for partici-
pants who indicated a preference for the Republican
Party over the Democratic Party (and vice versa for
Republican-consistent items).

Participants in the warning and warning + verifi-
cation conditions were asked two follow-up ques-
tions immediately following the news-sharing task
about the inferences they made about headlines that
had versus did not have warnings (see the supple-
mental material for details). Information about de-
mographic questions and additional exploratory mea-
sures can be found in the supplemental material.

4.1.3. Procedure. Following consent, participants were
first asked to answer two questions about their
social media use (for screening purposes). Eligible
participants were then presented with instructions
explaining that they would be asked whether they
would share a series of news headlines on socialmedia
and that 75% of the headlines had been fact-checked
by Snopes.com (as well as explaining what Sno-
pes.com is and how fact-checking works); for details,
see the supplemental material. Participants were
then randomly assigned to one of three conditions:
(1) control, where 16 false and 16 true news headlines
were displayed without any stamps; (2) warning
treatment, where 12 randomly selected false news
headlines were displayed with a “FALSE” stamp,
and the remainder of the items (4 false, 16 true)
were displayed without any stamps; or (3) warn-
ing + verification treatment, where 12 randomly se-
lected false news headlines were displayed with a
“FALSE” stamp and 12 randomly selected true news
headlines were displayed with a “TRUE” stamp. The
participants were also informed that no headlines
would be labeled (control); that headlines checked
and found to be false would be labeled “FALSE,”

whereas unchecked headlines and headlines found to
be true would be unlabeled (warning treatment); or
that headlines checked and found to be false would be
labeled “FALSE,” headlines checked and found to
be true would be labeled “TRUE,” and unchecked
headlineswould be unlabeled (warning + verification
treatment); for details, see the supplemental material.
Then, continuing to the main experiment, partici-

pants answered the following question for each
headline: “If you were to see the above article on
Facebook, would you consider sharing it?” (response
options: no, yes). We note that although these sharing
decisions were hypothetical, there is reason to believe
that participant responses shed light on actual shar-
ing behavior on social media: across a set of politi-
cal news headlines, Mosleh et al. (2019) find that
self-reported sharing intentions collected on Me-
chanical Turk are strongly correlated with the num-
ber of tweets and retweets a given headline actually
received on Twitter.

4.1.4. Analysis. Data and preregistrations are avail-
able online at https://osf.io/b5m3n/. We followed
our preregistered analysis plan of analyzing data at
the level of the decision (0 = do not share, 1 = share; 24
observations per participant) using logistic regres-
sion with robust standard errors clustered on both
participant and headline. Our regression takes the
control condition as the baseline and tests for (1) a
warning effect in the warning treatment, with aWarned-
W dummy that indicates a headline being in the
warning treatment and being labeled as false; (2) a
warning effect in the warning + verification treatment,
with a Warned-WV dummy that indicates a headline
being in the warning + verification treatment and
being labeled as false; (3) an implied truth effect in the
warning treatment, with an Untagged-W dummy that
indicates a headline being in the warning treatment
and not having a warning; (4) an implied truth effect in
the warning + verification treatment, with an Un-
tagged-WV dummy that indicates a headline being
in the warning + verification treatment and having
neither a warning nor a verification tag; and (5) a
verification effect in the warning + verification treat-
ment, with a Verified-WV dummy that indicates a
headline being in the warning + verification treat-
ment and being labeled as true. We also include
centered dummies for the headline’s veracity (−0.5 =
false, 0.5 = true) and political concordance (−0.5 =
politically discordant, 0.5 = politically concordant),
and a z-scored dummy for the participant’s parti-
sanship (preference for Republican Party over Demo-
cratic Party), as well as all relevant interactions. For all
ratings from the 37 participants who did not answer the
question about preference for the Democratic versus
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Republican Party, the political concordance and par-
ticipant partisanship dummies were assigned a value
of 0.

These experiments were approved by the Univer-
sity of Regina Research Ethics Board, Protocol #2018-
116, and by the MIT COUHES, Protocol #1806400195.

4.2. Results
The data are shown in Figure 4, and regression results
are shown in Table 2.

Starting with the contrast between the control and
warning treatments, we see that the findings from
Study 2 replicate those in Study 1, and that the effect
sizes are larger in Study 2. Participants were sub-
stantially less likely to consider sharing false head-
lines tagged with a warning (16.1%) compared with
false headlines in the control (29.8%; p < 0.001), and
this main effect of the warning was qualified by an
interaction with political concordance (p = 0.005): the
warning effect was significantly larger for concor-
dant false headlines (warned: 16.7%; control: 33.7%)
than for discordant false headlines (warned: 14.7%;
control: 26.0%). As in Study 1, this finding is starkly
inconsistent with the motivated reasoning account
prediction of a backfire for politically concordant
headlines.

We also observe a significant implied truth effect
(p = 0.001): participants were more likely to consider
sharing untagged headlines in the warning treatment
comparedwith the control. Interestingly—and unlike
in Study 1—there is some evidence of an interac-
tion with headline veracity (p = 0.038) such that the
implied truth effect was somewhat larger for false

headlines (untagged: 36.2%; control: 29.8%) com-
pared with true headlines (untagged: 44.5%; control:
40.9%). There is also evidence of a four-way inter-
action (p = 0.001) such that the implied truth effect
in the warning condition is larger for Republicans
evaluating politically concordant true headlines.
We now turn to the warning + verification treat-

ment. As predicted by our formal model, the warn-
ing effect is present (and of a similar magnitude) in
the warning + verification and warning conditions.
Participants were less likely to consider sharing false
headlines tagged with a warning in the warning +
verification treatment (13.7%) compared with false
headlines in the control (29.8%; p < 0.001), and this
difference was not significantly different from what
was observed in the warning treatment (Wald test
comparing the Warned-W and Warned-WV coeffi-
cients, χ2(1) = 2.45, p = 0.118). We also again observe
an interaction with political concordance (p = 0.005)
such that the warning effect in the warning + veri-
fication treatment was significantly larger for con-
cordant false headlines (warned: 14.4%; control:
33.7%) than for discordant false headlines (warned:
12.4%; control: 26.0%).
We also observe a significant verification effect,

whereby participants were more likely to consider
sharing true headlines tagged with a verification in
the warning + verification treatment (46.0%) com-
pared with true headlines in the control (40.9%; p =
0.008). The verification effect is not qualified by any
significant interactions. Interestingly, a post hoc
test indicates that this verification effect does not
significantly differ in magnitude from the implied

Figure 4. (Color online) Fraction of Headlines That Participants in Study 2 Indicated They Would Consider Sharing, by the
Tag Attached to the Headline (Top Row of x-Axis Label), the Experimental Condition (Middle Row of x-Axis Label),
and the Headline’s Veracity (Bottom Row of x-Axis Label)

Note. W, warning; W+V, warning + verification.
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truth effect observed among untagged headlines in
the warning condition (Wald test comparing the
Untagged-W andVerified-WV coefficients, χ2(1) = 0.06,
p = 0.80).

Next, we test the most theoretically important
model prediction: that the implied truth effect ob-
served in the warning condition will be eliminated in
the warning + verification treatment. In line with this
prediction, we do not find that participants are more

likely to consider sharing untagged headlines in the
warning + verification treatment compared with the
control—on the contrary, we actually observe that
people are significantly less likely to consider sharing
untagged headlines in the warning + verification
treatment than in the control (p = 0.003), be they false
(untagged: 26.9%; control: 29.8%) or true (untag-
ged: 35.2%; control, 40.1%). Accordingly, people are
also less likely to share untagged headlines in the

Table 2. Logistic Regression Predicting Accuracy Likelihood of Participants Saying They
Would Consider Sharing a Given Headline (0 = No, 1 = Yes) in Study 2

Variable

(1) (2) (3) (4) (5) (6)

Odds
ratio Coefficient

95% Confidence
interval z-Statistic p-Value

Warned-W 0.444*** −0.813 −1.018 −0.608 −7.758 <0.001
Warned-WV 0.368*** −1.001 −1.211 −0.791 −9.338 <0.001
Verified-WV 1.234** 0.21 0.06 0.360 2.742 0.006
Untagged-W 1.259*** 0.23 0.0954 0.365 3.344 0.001
Untagged-WV 0.805*** −0.217 −0.362 −0.0723 −2.938 0.003
True 1.631*** 0.489 0.335 0.643 6.217 <0.001
Concordant 1.809*** 0.593 0.479 0.707 10.18 <0.001
Prefer Republicans to Democrats 1.224*** 0.202 0.0998 0.304 3.877 <0.001
Warned-W × Concordant 0.814** −0.206 −0.35 −0.0616 −2.798 0.005
Warned-W × Rep 1.070 0.0672 −0.124 0.258 0.690 0.490
Warned-W × Concordant × Rep 0.937 −0.0654 −0.256 0.125 −0.674 0.500
Warned-WV × Concordant 0.826** −0.191 −0.324 −0.0578 −2.812 0.005
Warned-WV × Rep 0.940 −0.0622 −0.26 0.136 −0.615 0.539
Warned-WV × Concordant × Rep 0.931 −0.071 −0.249 0.107 −0.784 0.433
Verified-WV × Concordant 1.060 0.0582 −0.126 0.243 0.618 0.537
Verified-WV × Rep 1.000 −0.000219 −0.151 0.151 −0.00285 0.998
Verified-WV × Concordant × Rep 1.171 0.158 −0.0184 0.335 1.755 0.079
Untagged-W × Concordant 1.098 0.0932 −0.0672 0.254 1.139 0.255
Untagged-W × Rep 1.006 0.00639 −0.134 0.147 0.0891 0.929
Untagged-W × True 0.868* −0.141 −0.273 −0.00779 −2.075 0.038
Untagged-W × Concordant × Rep 1.072 0.0691 −0.0687 0.207 0.983 0.326
Untagged-W × Concordant × True 1.018 0.0178 −0.227 0.262 0.142 0.887
Untagged-W × True × Rep 1.123 0.116 −0.0317 0.263 1.538 0.124
Untagged-W × Concordant × True ×
Rep

1.346*** 0.297 0.124 0.471 3.361 0.001

Untagged-WV × Concordant 1.044 0.0434 −0.127 0.214 0.498 0.618
Untagged-WV × Rep 1.018 0.0183 −0.135 0.171 0.235 0.814
Untagged-WV × True 0.932 −0.0703 −0.22 0.0791 −0.922 0.356
Untagged-WV × Concordant × Rep 0.954 −0.0476 −0.189 0.0936 −0.661 0.509
Untagged-WV × Concordant × True 0.752* −0.285 −0.554 −0.0162 −2.078 0.038
Untagged-WV × True × Rep 1.014 0.0136 −0.153 0.180 0.161 0.872
Untagged-WV × Concordant × True ×
Rep

1.237* 0.213 0.0148 0.411 2.107 0.035

True × Rep 0.810*** −0.211 −0.321 −0.0999 −3.729 <0.001
Concordant × Rep 0.923 −0.0799 −0.230 0.0702 −1.043 0.297
True × Concordant × Rep 0.839 −0.176 −0.439 0.0871 −1.311 0.190
Constant 0.532*** −0.632 −0.746 −0.518 −10.91 <0.001

Observations 48,904
Participants 1,568
Headlines 64

Notes. Robust standard errors are clustered on participant and headline. W, warning; WV, warning +
verification. The variableConcordant equals 0.5 for politically consistent (i.e., pro-Democrat headlines for
Democrats/pro-Republican headlines for Republicans) and −0.5 for politically inconsistent (i.e., pro-
Democrat headlines for Republicans/pro-Republican headlines for democrats).

*p < 0.05; **p < 0.01; ***p < 0.005.
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warning + verification treatment compared with in
the warning treatment (Wald test comparing the
Untagged-W and Untagged-WV coefficients, χ2(1) =
37.24, p < 0.001). There is also some evidence that the
decrease relative to the control is larger for politically
concordant headlines among Democrats but smaller
for politically concordant headlines among Repub-
licans (three-way interaction between Untagged-WV,
Concordant, and True, p = 0.038; four-way interaction
between Untagged-WV, Concordant, True, and Repub-
lican, p = 0.035).

We conclude our discussion of Table 2 by noting
that although not related to our treatment manipu-
lations, we observe significant positive main effects
of headline veracity, headline political concordance,
and participant identifying as Republican, as well as
two significant interactions. In particular, we see a
significant positive interaction between veracity and
concordance such that participants are most likely to
consider sharing politically concordant true head-
lines (53.0%), followed by politically concordant false
headlines (32.8%), followed by politically discordant
true headlines (25.0%), followed by politically dis-
cordant false headlines (19.8%). We also see a sig-
nificant negative interaction between veracity and par-
ticipant partisanship such that Republicans are
significantly more likely to consider sharing false head-
lines (28.3%) than Democrats (18.2%; post hoc test p <
0.001), but there is no significant partisan difference in
considering sharing of true headlines (Republicans:
45.8%; Democrats: 40.9%; post hoc test p = 0.080).

Taken together, these results provide further sup-
port for the existence of an implied truth effect, a
demonstration that this effect generalizes beyond the
outcome and specific “disputed” warning used in
Study 1 and evidence for the particular mechanism
we have proposed in our formal model. We also note
that although the magnitude of the effects in the
warning condition were much larger in Study 2 than
in Study 1 (as expected, based on our use of far more
explicit warnings in Study 2), the size of the implied
truth effect relative to the warning effect was almost
identical, at roughly one-third.

Finally, we provide further evidence regarding the
underlying mechanism of the implied truth effect by
examining participants’ self-reported inferences about
the untagged headlines. Recall that participants were
given three options in a post-experimental survey:
indicating that they believed untagged headlines to
be unchecked, indicating that they believed untagged
headlines to be checked and verified, or indicating
that they believed something else (with a free-text
response). In the warning treatment, 38.3% of partici-
pants indicated that they thought untagged headlines
had been checked and verified, and another 6.3% of
participants wrote in free-text responses that they

thought untagged headlines could either have been
unchecked or checked and verified. Thus, close to
half the participants (twice asmany as in Study 1,where
the warnings were less noticeable/credible) explicitly
reported engaging in the inference about untagged
headlines that we suggest underlies the implied truth
effect. Furthermore, in line with our prediction, this in-
ference was much less common in the warning + veri-
fication treatment, where only 16.0% of participants
indicated that they thought untagged headlines had
been checked and verified (and only one free-text
response indicated that the untagged headlines might
be either unchecked or checked and verified). This find-
ing provides further support for our suggestion that
many people infer that untagged headlines may have
been verified when only false headlines are tagged
but that removing that ambiguity by also explicitly
tagging verified headlines dramatically reduces the
tendency for people to draw this inference.

5. Concluding Discussion
We have identified a potential consequence of at-
taching warnings to inaccurate headlines that, to our
knowledge, has not previously been documented: an
“implied truth” effect whereby untagged headlines
(even if false) are seen as more accurate and are given
more consideration for sharing on social media. Across
two experimental studies, we found that the mag-
nitude of this effect was roughly one-third of the
magnitude of the basic warning effect (whereby mis-
leading headlines with warnings are believed and
shared less). Furthermore, in Study 2,we found that the
increase in sharing intentions caused by the implied
truth effect was as large in magnitude as the increase
caused by explicitly labeling a headline as true. There
are three primary reasons we think this finding is of
substantial importance.
First, it is likely that manymore false headlines will

be untagged than tagged, given that it is vastly easier
to produce fake news (which can even be done by
bots) than to debunk it. Thus, it may be that a rela-
tively small implied truth effect is present for a great
many false headlines, whereas a somewhat larger
warning effect is only present for a comparatively
small number of false headlines—and, as a result, the
net effect of the warning may emerge as an increase in
misperceptions. For example, using the effect size
estimates from our data, if fewer than one-third of
false headlines are successfully tagged, the inclusion
of warnings will increase the average perceived ac-
curacy and spread of fake news (although the mag-
nitude of the implied truth effect may be smaller if
people believe that most headlines are not checked).
Second, the process of fact-checking takes time. For

example, a leaked email fromFacebook in 2017 indicated
that it took over three days for Facebook to apply the
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disputed tag after fact-checkers had disputed the ve-
racity of an article (Silverman 2017). Thus, even for
stories that are eventually shown to be false—and
tagged accordingly—there will be an initial period of
time in which an untagged version of the headline is
circulating. Our results suggest that during this initial
phase, which is particularly crucial given the fact that
initially formed impressions are notoriously difficult
to change (Ecker et al. 2010, Lewandowsky et al.
2012), these false headlines may benefit from the
fact that other headlines are tagged with warnings.

Third, warning tags are typically only attached to
headlines that fact-checkers determine to be bla-
tantly false. Although such fake news is a particularly
egregious form of misinformation, it is far from the
only form. For example, consider hyperpartisan
content (in which events that did really occur are
presented in a highly biased and misleading way)
or conspiracy theories (which often string together a
series of true events in a nonsensical way to reach an
incorrect conclusion). Our results suggest that putting
warnings on blatantly false content may make other
kinds of (potentially more insidious) misinformation
seem more accurate.

The present results also have implications for the
scope of the previously identified backfire effect and
theories of motivated reasoning more generally.
Whereas previous research has shown that sub-
stantively correcting false beliefs in the context of
news articles may increase misperceptions (Nyhan
and Reifler 2010, Nyhan et al. 2013, Schaffner and
Roche 2016, Berinsky 2017), we find that no such
backfire effect occurs when warnings are applied to
false political headlines. Our results add to a growing
body of evidence (Wood and Porter 2018, Clayton
et al. 2019, Nyhan et al. 2019) that backfire effects are
in fact quite elusive and that, instead, people typically
respond by updating in the direction of even coun-
terattitudinal information. Not only that, but we
actually found that the warning wasmore effective for
false headlines that were consistent with participants’
political ideology. This runs counter to recent moti-
vated reasoning accounts that purport to explain the
spread of political misinformation (Kahan 2017), as
well as a great deal of prognostication in the media.

More generally, we found that a headline’s veracity
had a much bigger impact on accuracy perceptions
than the headline’s political concordance, which is in
line with other recent findings about trust in main-
stream versus hyperpartisan or fake news sources
(Pennycook and Rand 2019a). This result also reso-
nates with the observation that individuals who are
more analytic and deliberative are less likely to be-
lieve politically concordant false news (Bronstein
et al. 2019; Pennycook and Rand 2019b, c), rather
than more likely according to the motivated cognition

account (Kahan et al. 2012, Kahan 2017), and that
insofar as analytic thinking is associatedwith political
polarization, it may be because individuals who are
more analytic are more likely to defer to their priors
when evaluating evidence, rather than more likely to
reason with the goal of protecting their identities
(Tappin et al. 2019). The present results therefore add
to evidence suggesting that belief in fake news is not
purely (or even largely) a symptom of political par-
tisanship hijacking our ability to reason. Nonetheless,
it remains a possibility that motivated reasoning may
emerge in other contexts—for example, in cases where
an individual is “caught” sharing a false headline.
There is evidence that people seek self-serving jus-
tifications for unethical behavior (Shalvi et al. 2011)
and that these justifications influence cognition and
behavior (Shalvi et al. 2015). Our research indicates
that accuracy motivations are influential in the con-
text of fake news, but other motivations are likely to
be influential as well.
Our results also raise interesting questions about

the relationship between accuracy judgments and
sharing intentions. On the one hand, we found similar
warning effects and implied truth effects in both
contexts, and we found that the warning effect was
larger for politically concordant headlines in both
contexts. This suggests that perceived accuracy is a
factor in determining which headlines a person will
consider sharing on social media. However, there are
clearly many other important factors for this deci-
sion. For example, it seems likely that people con-
sider reputational consequences when making shar-
ing decisions. Thus, it may be that part of why we
observed much bigger treatment effects in Study 2
than in Study 1 is that people were considering not
only whether they believed a headline to be true but
also what their friends would believe—in an effort to
avoid potential reputational consequences of being
seen to share false content. Another potential moti-
vator of sharing on social media is the desire to signal
one’s group membership. Consistent with this pos-
sibility, we found that the impact of political con-
cordance relative to veracity was much larger in the
context of sharing in Study 2 than it was in the context
of accuracy judgments in Study 1. Numerous other
features, however, also varied between studies, and
participants were not randomized between accuracy
and sharing judgments. Thus, more work is needed to
understand the role that accuracy plays in decisions
about what to share on social media.
Finally, our findings regarding the impact of add-

ing verification tags to true headlines have both theo-
retical and practical significance. The addition of veri-
fication tags resolves the ambiguity about whether
untagged headlines have been fact-checked—and, as
shown by our formal model, should therefore lead to
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the elimination of the implied truth effect. Our ob-
servation in Study 2 that this does indeed happen
adds support for our inference-based account of the
mechanism behind the implied truth effect (as do self-
report data on the inferences participants draw about
untagged headlines). The fact that we observe an
actual reversal of the effect, whereby people in the
warning + verification treatment are somewhat less
likely to consider sharing untagged headlines com-
pared with the control, as well as the observation that
the verification effect was substantially smaller than
thewarning effect, provides further evidence suggesting
that factors beyondperceived accuracy influence sharing
intentions. From a practical perspective, these observa-
tions also point out the trade-off between reducing
misbelief in false headlines and undermining correct
belief in true headlines.

An obvious limitation of the current work is that it
is conducted in an experimental context rather than in
the naturally occurring setting of browsing through
Facebook on one’s own. However, Facebook has been
unforthcoming regarding the release of data they
collect and (particularly in thewake of the Cambridge
Analytica scandal) have made it extremely difficult
for academics to conduct their own studies on Facebook.
Thus, laboratory-style data provide a useful window
into the potential effects of interventions aimed at
fighting misinformation. This is particularly true given
evidence that self-reported social media sharing in-
tentions are predictive of actual sharing on social media
(Mosleh et al. 2019). Nonetheless, it is our hope that
future work will be able to explore the issues raised
here in the context of more typical social media use.
Another related limitation involves representative-
ness; our studies were conducted using Amazon
Mechanical Turk workers rather than social media
users who read and share fake news online. This is
another reason that we hope future work will ex-
amine these effects on-platform.

Furthermore, our studies have focused exclusively
on headlines rather than full stories. Future work
should investigate the impact of warnings on users’
likelihood of clicking through to read the full articles
and how the impact of warnings on sharing varies
based onwhether users share based on the headline or
the full article. We have focused on the impact of
warnings on active sharing—that is, users’ decisions
about what content to share with their followers.
Active sharing is only part of what determines which
pieces of content people see on social media, as other
forms of content interaction (e.g., viewing, liking,
commenting) also influence ranking algorithms. We
believe that active sharing is a particularly important
target for warning interventions, as the other be-
haviors that have indirect influence via the ranking
algorithm can be directly addressed by social media

platforms simply down-ranking content that has been
flagged by fact-checkers. Nonetheless, future work
should investigate the impact of warnings on these
other algorithmically relevant behaviors.
The implied truth effect that we have identified

in the context of political headlines seems likely to
exist across a wide range of domains. These include
companies countering false or misleading claims
about their products or business practices, large or-
ganizations stemming the spread of rumors among
their employees, and health professionals correcting
misperceptions about adverse side effects (e.g., of
vaccines). Any time it is not feasible to attach warn-
ings (or issue corrections) to all misleading state-
ments, there is the potential for implied truth.
Together, the results presented here contribute to

theories regardingmisinformation by introducing the
implied truth effect, adding more evidence against
direct warning backfire effects, and raising further
questions about the widely held view that motivated
reasoning is central to human cognition. Our results
also have direct policy implications, pointing out
potential unintended consequences of applying
warnings based on third-party fact-checking. We
hope that policy makers and social media platforms
will consider the implications of the implied truth
effect—and measure its magnitude in the relevant
contexts—when making decisions about how to fight
the spread of misinformation.
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1. Formal Model 

 

1.1 Defining the basic model 

 

We begin by considering a setting without any warnings. For a given person assessing the 

accuracy of a given headline, let 𝑝(𝑇𝑟𝑢𝑒) specify the probability that the person judges the 

headline to be true. There are any number of factors that may go into determining 𝑝(𝑇𝑟𝑢𝑒), 

including factors related to the headline (e.g. the headline’s actual veracity, the news source, and 

how partisan the headline’s slant is) and factors related to the person (e.g. their level of political 

knowledge, their ideology, and their level of analytic reasoning).  

The key question, then, is how this baseline belief is updated should the person find 

themselves in a setting where warnings are placed on headlines that professional fact-checkers 

investigate and determine to be false. Taking 𝑝(𝑇𝑟𝑢𝑒) as the person’s prior regarding the truth of 

the headline, we can use Bayes’ Rule to calculate their posterior belief, conditional on either seeing 

a warning 𝑝(𝑇𝑟𝑢𝑒|𝑊𝑎𝑟𝑛𝑖𝑛𝑔) or not seeing a warning 𝑝(𝑇𝑟𝑢𝑒|𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑). To do so, we must 

specify the conditional probabilities of seeing a warning for headlines that are false versus true.  

Let 𝑐 ∈ [0,1] be the person’s assumption about the probability that the headline is checked 

by the fact-checkers, and 𝑒 ∈ [0,
1

2
] be the person’s assumption about the probability that the fact-

checkers make an error about the headline’s veracity when doing their investigation (𝑒 = 1/2 

corresponds to the fact-checkers choosing a headline’s veracity at random). Therefore, if the 

headline is false, then it will have a warning if it is checked and there is no error, such that  

 

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝐹𝑎𝑙𝑠𝑒) = 𝑐(1 − 𝑒). 

 

Conversely, if the headline is false it will not have a warning if it is either unchecked or 

checked but an error occurs, such that  

 

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝐹𝑎𝑙𝑠𝑒) = (1 − 𝑐) + 𝑐𝑒.  

 

If the headline is true, then it will have a warning if it is checked but an error occurs, such that  

 

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝑇𝑟𝑢𝑒) = 𝑐𝑒; 

  

and conversely, if the headline is true it will not have a warning if it is either unchecked or 

checked and no error occurs, such that  

 

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝑇𝑟𝑢𝑒) = (1 − 𝑐) + 𝑐(1 − 𝑒). 

 

We can then use Bayes’ Rule to determine the posterior belief about the truth of the 

headline after having either seen a warning or no warning. Specifically,  
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𝑝(𝑇𝑟𝑢𝑒|𝑊𝑎𝑟𝑛𝑖𝑛𝑔) =
𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝑇𝑟𝑢𝑒)𝑝(𝑇𝑟𝑢𝑒)

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝑇𝑟𝑢𝑒)𝑝(𝑇𝑟𝑢𝑒) + 𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝐹𝑎𝑙𝑠𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))

=
𝑝(𝑇𝑟𝑢𝑒)𝑒

1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)
 

 

and 

 

𝑝(𝑇𝑟𝑢𝑒|𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑) =
𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝑇𝑟𝑢𝑒)𝑝(𝑇𝑟𝑢𝑒)

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝑇𝑟𝑢𝑒)𝑝(𝑇𝑟𝑢𝑒) + 𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝐹𝑎𝑙𝑠𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))

=
𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑐𝑒)

1 − 𝑐(1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒))
 

 

 

1.2 Exploring the Warning Effect and the Implied Truth Effect 

Using the posteriors derived in the previous section, we can now determine the 

magnitude of the Warning Effect (WE) and the Implied Truth Effect (ITE). The Warning Effect is 

the decrease in perceived accuracy when comparing a control condition without warnings, given 

by 𝑝(𝑇𝑟𝑢𝑒), to the Warning treatment when a warning is applied, given by 𝑝(𝑇𝑟𝑢𝑒|𝑊𝑎𝑟𝑛𝑖𝑛𝑔). 

Thus 

 

𝑊𝐸 = 𝑝(𝑇𝑟𝑢𝑒) − 𝑝(𝑇𝑟𝑢𝑒|𝑊𝑎𝑟𝑛𝑖𝑛𝑔) = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 2𝑒)

1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)
  

 

The Implied Truth Effect, conversely, is the increase in perceived accuracy when comparing the 

Warning condition when no warning is applied, given by 𝑝(𝑇𝑟𝑢𝑒|𝑁𝑜𝑊𝑎𝑟𝑛𝑖𝑛𝑔), to the control, 

given by 𝑝(𝑇𝑟𝑢𝑒). Thus 

 

𝐼𝑇𝐸 = 𝑝(𝑇𝑟𝑢𝑒|𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑) − 𝑝(𝑇𝑟𝑢𝑒)

= 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 2𝑒)𝑐

1 − 𝑐(1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒))
 

  

These expressions give us insight into the conditions that foster the Warning Effect and the 

Implied Truth Effect. First (and perhaps most importantly), both 𝑊𝐸 and 𝐼𝑇𝐸 are always 

positive. Thus, no matter the parameter values, we should always expect to see some amount of 

Warning Effect and Implied Truth Effect. We can also ask how the magnitudes of these effects 

vary based on the parameters. (Recall that what is important is not the actual probabilities of 

headlines being checked and of fact-checker error, but rather what people perceive those 

probabilities to be - as this is a model of inference, the idea is to make predictions about what 

inferences a Bayesian updater would make given a particular set of beliefs about the world.) 
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Starting with the Warning Effect, we see that 𝑐 does not appear in 𝑊𝐸 expression – thus, 

the probability of a headline being checked has no impact of the size of the Warning Effect. 

Conversely, the derivative of WE with respect to 𝑒,  

 

𝜕𝑊𝐸

𝜕𝑒
=

−𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))

(1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒))2
 

 

is always negative, such that the size of the Warning Effect is decreasing in 𝑒. This result is 

intuitive – the higher the probability of the fact-checkers making an error, the less impact seeing 

a warning has on perceptions of accuracy. 

 We now turn to the Implied Truth Effect. The derivative of ITE with respect to 𝑐, 

 

𝜕𝐼𝑇𝐸

𝜕𝑐
=

𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))(1 − 2𝑒)

(1 − 𝑐(1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)))2
 

 

is always positive, such that the size of the Implied Truth Effect increases with c. The intuition 

for this result is as follows: The more likely you think it is that fact-checkers checked the 

headline, the more likely you are to assume that the lack of warning implies verification (rather 

than merely having not been checked). For example, consider the limit where 𝑐 = 1, such that 

every headline has been checked. In this case, it is certain that all untagged headlines have been 

verified. 

Conversely, the derivative of ITE with respect to 𝑒,  

 

𝜕𝐼𝑇𝐸

𝜕𝑒
=

−𝑐(2 − 𝑐)𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))

(1 − 𝑐(1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)))2
  

 

is always negative, such that the Implied Truth Effect is decreasing in 𝑒. The more error-prone 

you think the fact-checkers are, the more you think that even if the headline was checked and 

verified, it might still be false. For example, consider the limit where 𝑒 = 1/2 (fact-checking 

conclusions are random), such that a warning contains no information about veracity – and thus 

lack of a warning also contains no information about veracity. 

To provide a visual sense of these relationships, we plot the Warning Effect and Implied 

Truth Effect for a range of parameter values in Figures S1 and S2. 
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Figure S1. Magnitude of the Warning Effect for different values of fact-checker error 𝑒 and 

belief in the truth of the headline absent any warnings 𝑝(𝑇𝑟𝑢𝑒) 

 

 
Figure S2. Magnitude of the Implied Truth Effect for different values of fact-checker error 𝑒 and 

belief in the truth of the headline absent any warnings 𝑝(𝑇𝑟𝑢𝑒) within each panel, and different 

values of probabiliyt of headlines being fact-checked 𝑐 across panels. 

 

  At a conceptual level, a key conclusion of this modeling exercise thus far is that the 

Implied Truth Effect is not necessarily an error. Rather, it can be normative, and the “rational” 

output of Bayesian reasoning. Next we consider several extensions to the basic model.  

 

1.3 Extension 1: Preferential fact-checking of implausible headlines 

 

In the basic model introduced above in Section 1.1, we made the simplifying assumption 

that people believed that professional fact-checkers were equally likely to check the veracity of 

all headlines (i.e. 𝑐 is a constant). Here we consider the consequences of relaxing that 

assumption, and instead assuming that people believe that more improbable headlines are more 
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likely to be fact-checked. Among the many possible implementations of such a relationship, we 

study the case in which  

𝑐 = 𝑐∗(1 −  𝑝(𝑇𝑟𝑢𝑒) + 𝑘) 

where 𝑐∗ is the probability of a totally improbable headline being checked (the maximum 

probably of being checked) and 𝑘𝑐∗ is the probability of a totally probable headline being 

checked (the minimum probability be being checked). Using this formulation, the agent’s 
estimation of the probability that a given headline has been fact-checked decreases linearly in 

that headline’s perceived probability of being true.  

 Given that 𝑐 does not appear in the expression for the Warning Effect, this substitution 

does not change any results for the Warning Effect described above. How does it change the 

Implied Truth Effect? Using the revised version of 𝑐 results in  

 

𝐼𝑇𝐸 = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
𝑐(1 − 2𝑒)(1 + 𝑘 − 𝑝(𝑇𝑟𝑢𝑒))

1 +  𝑐 (1 + 𝑘 −  𝑝(𝑇𝑟𝑢𝑒))( 𝑝(𝑇𝑟𝑢𝑒) (1 − 2𝑒) − (1 − 𝑒))
 

 

which is visualized in Figure S3 (using 𝑘 = 0 for simplicity). As can be seen, we observe a 

pattern that is qualitatively similar to what we saw in the basic model. Now, however, there is 

even more left skew, such that the presence of warnings on other headlines increases the 

perceived accuracy of baseline improbable headlines (small 𝑝(𝑇𝑟𝑢𝑒)) much more so than for 

baseline probable headlines. This is intuitive, because under the new specification of 𝑐, it is less 

likely that probable headlines were checked (and thus the absence of a warning for those 

headlines is less informative). We also note that although the overall magnitude of 𝐼𝑇𝐸 is 

smaller, this is merely a mechanical consequence of the fact that in our new formulation, 𝑐 has 

been reduced for all non-zero values of 𝑝(𝑇𝑟𝑢𝑒) relative to the baseline model.  

 

Figure S3. Magnitude of the Implied Truth Effect under the assumption that less probable 

headlines are more likely to get fact-checked, for different values of fact-checker error 𝑒 and 

belief in the truth of the headline absent any warnings 𝑝(𝑇𝑟𝑢𝑒) within each panel, and different 

values of maxmum probabiliy of a headline being fact-checked 𝑐∗ across panels (with minimum 

probabiliyt of a headline being fact-checked fixed at 𝑘 = 0). 
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1.4 Extension 2: Different rates of fact-checking false positives versus false negatives 

 

In the basic model in Section 1.1, we made the simplifying assumption that people’s 

estimates of the probability of fact-checking errors were symmetric: with probability 𝑒, false 

headlines were determined to be true and true headlines were determined to be false. Here, we 

consider the consequences of allowing asymmetric errors, such that the perceived probability of 

the fact-checkers rating a false story as true is 𝑒1, while the perceived probability of fact-

checkers rating a true story as false is 𝑒2. With this formulation, if the headline is false, then it 

will have a warning if it is checked and there is no error, such that  

 

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝐹𝑎𝑙𝑠𝑒) = 𝑐(1 − 𝑒1). 

 

Conversely, if the headline is false it will not have a warning if it is either unchecked or 

checked but an error occurs, such that  

 

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝐹𝑎𝑙𝑠𝑒) = (1 − 𝑐) + 𝑐𝑒1.  

 

If the headline is true, then it will have a warning if it is checked but an error occurs, such that  

 

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝑇𝑟𝑢𝑒) = 𝑐𝑒2; 

  

and conversely, if the headline is true it will not have a warning if it is either unchecked or 

checked and no error occurs, such that  

 

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝑇𝑟𝑢𝑒) = (1 − 𝑐) + 𝑐(1 − 𝑒2). 

 

This yields the following Warning Effect and Implied Truth Effect expressions: 

 

𝑊𝐸 = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 𝑒1 − 𝑒2)

1 − 𝑒1 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑒1 − 𝑒2)
 

 

𝐼𝑇𝐸 = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 𝑒1 − 𝑒2)𝑐

1 + 𝑐(𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑒1 − 𝑒2) − (1 − 𝑒1))
 

 

As in the basic model, both 𝑊𝐸 and 𝐼𝑇𝐸 are always positive. Thus, no matter the 

parameter values, even with asymmetric error rates we should still always expect to see some 

amount of Warning Effect and Implied Truth Effect. Furthermore, as in the basic model, looking 

at the derivatives of 𝑊𝐸 and 𝐼𝑇𝐸 with respect to the various parameters finds that 𝑊𝐸 and 𝐼𝑇𝐸 

are always decreasing in both 𝑒1 and 𝑒2 (and 𝐼𝑇𝐸 is increasing in 𝑐).  

Finally, we provide a visual sense of these relationships in Figures S4 and S5.  
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Figure S4. Magnitude of the Warning Effect for different values of fact-checker error rates 𝑒1 

and 𝑒2, and belief in the truth of the headline absent any warnings 𝑝(𝑇𝑟𝑢𝑒). 

 

 
Figure S5. Magnitude of the Implied Truth Effect for different values of fact-checker error rates 

𝑒1 and 𝑒2 and belief in the truth of the headline absent any warnings 𝑝(𝑇𝑟𝑢𝑒) within each panel, 

and different values of probability of headlines being fact-checked 𝑐 across panels. 

 

It is interesting to see a clear asymmetry in the impact of the two error rates. We see that 

the Warning Effect is greatly reduced when 𝑒2 is large: If true headlines are likely to be rated as 

false, then the presence of a warning carries little information because the headlines might well 

still be true. Conversely, 𝑒1 has a much smaller impact: Whether false headlines are likely to be 

rated as true does little to undercut the negative signal sent by the presence of a warning.  

For the Implied Truth Effect, however, the pattern is reversed. A high value of 𝑒1 reduces 

𝐼𝑇𝐸 more than a high value of 𝑒2. This makes sense when you consider the inference being 

drawn: the Implied Truth Effect arises because people infer that headlines without warnings may 

have been checked and validated – and therefore be true. When 𝑒1 is large, there is a good 

chance that false headlines may be erroneously rated as true. Thus, being validated is less 

informative, and so, in turn, is the lack of a warning. This observation is particularly relevant 

given the potential disconnect between headlines (which is what warnings are attached to on 

social media) and the actual news stories (which is what fact-checkers evaluate). Although the 
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stimuli used in our experiments have headlines that are aligned with their content (i.e. either both 

blatantly false or both true), in general headlines tend to be more extreme or sensational than the 

underlying story. Thus, highly misleading headlines attached to accurate underlying stories may 

wind up being rated by fact-checkers as true. Such concerns might lead people to increase their 

estimate of 𝑒2 when evaluating headlines, and thus show a smaller Implied Truth Effect. 

 

1.5 Extension 3: Adding Verification labels 

 

Finally, we extend the basic model to consider the impact of not only adding warnings to 

headlines found to be false, but also adding verifications to headlines found to be true. 

Intuitively, if the Implied Truth Effect is driven by ambiguity about whether an untagged 

headline has not been checked or has been checked and verified, this effect should be eliminated 

by the addition of verification tags because there is no longer any ambiguity. Formally, we can 

extend the model such that there are now three possible states: tagged with a Warning, Untagged, 

and tagged with a Verification.  

The conditional probabilities of observing a warning are the same as before: if the headline 

is false, then it will have a warning if it is checked and there is no error, such that 

  

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝐹𝑎𝑙𝑠𝑒) = 𝑐(1 − 𝑒); 

 

and if the headline is true, it will have a warning if it is checked but an error occurs, such that  

 

𝑝(𝑊𝑎𝑟𝑛𝑖𝑛𝑔|𝑇𝑟𝑢𝑒) = 𝑐𝑒. 

 

The conditional probabilities of observing a verification are the converse: if the headline is true, 

then it will have a verification if it is checked and there is no error, such that  

 

𝑝(𝑉𝑒𝑟𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛|𝑇𝑟𝑢𝑒) = 𝑐(1 − 𝑒); 

 

and if the headline is false, it will have a warning if it is checked but an error occurs, such that  

 

𝑝(𝑉𝑒𝑟𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛|𝐹𝑎𝑙𝑠𝑒) = 𝑐𝑒. 

 

Critically, however, the conditional probabilities of observing an untagged headline are 

qualitatively different from the earlier model: the only way a headline can be untagged (regardless 

of its truth value) is if it has not been checked, such that  

 

𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝐹𝑎𝑙𝑠𝑒) = 𝑝(𝑈𝑛𝑡𝑎𝑔𝑔𝑒𝑑|𝑇𝑟𝑢𝑒) = (1 − 𝑐). 

 



10 

 

Repeating the calculations in the previous sections using these new conditional 

probabilities shows that the Warning Effect is identical to the case without verifications, 

  

𝑊𝐸 = 𝑝(𝑇𝑟𝑢𝑒) − 𝑝(𝑇𝑟𝑢𝑒|𝑊𝑎𝑟𝑛𝑖𝑛𝑔) = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 2𝑒)

1 − 𝑒 − 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)
 

 

and the Verification Effect (VE) is given by  

 

𝑉𝐸 = 𝑝(𝑇𝑟𝑢𝑒|𝑉𝑒𝑟𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛) − 𝑝(𝑇𝑟𝑢𝑒) = 𝑝(𝑇𝑟𝑢𝑒)(1 − 𝑝(𝑇𝑟𝑢𝑒))
(1 − 2𝑒)

𝑒 + 𝑝(𝑇𝑟𝑢𝑒)(1 − 2𝑒)
 

 

Most importantly, however, there is no longer any Implied Truth Effect:  

 

𝐼𝑇𝐸 = 0. 

 

Thus, if it is indeed the case that the Implied Truth Effect in the situation where only false 

headlines are tagged with warnings is driven by ambiguity about the meaning of the lack of a tag 

(as formalized in the preceding sections), these modeling results show that this effect should be 

eliminated by the addition of verifications on true headlines. We test this prediction empirically 

in Study 2.  

 

2. Pre-test of headlines for Study 1 

Participants saw an equal mix of pro-Republican/anti-Democratic headlines and pro-

Democrat/anti-Republican headlines, which were matched on average intensity of partisanship 

based on a pretest (N = 195).  

In this pre-test, participants were asked to assume the headline was entirely accurate and to judge 

how favorable it would be for Democrats versus Republicans (on a 5-point scale from “more 

favorable to Democrats” to “more favorable to Republicans”). We pretested a set of 25 false and 

25 real headlines and participants were randomly assigned to rate either false or real headlines 

(and therefore only rated 25 in total). 

The Democrat-consistent items were less favorable for Republicans (Mfalse = 2.26; Mreal = 2.46) 

than the items selected to be Republican-consistent items (Mfalse = 3.83; Mreal = 3.6), false: t(98) 

= 14.8, p < .001, d = 1.48; real: t(95) = 12.09, p < .001, d = 1.23. Moreover, the two classes of 

items (Democrat-consistent v. Republican-consistent) were equally different from scale-midpoint 

(i.e., 3) for both real and false news headlines, t’s < 1.03, p’s > .300. Thus, our Democrat-

consistent and Republican-consistent items were equally partisan. 
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3. Further methodological details for Study 1 

2.1 Participants 

All participants across the five experimental sessions in Study 1 were recruited via Mechanical 

Turk. However, in sessions 3 and 4, we set out to recruit more Donald Trump supporters (only 

roughly 1/3 of MTurkers are Trump supporters) and therefore emailed politically conservative 

participants from previous (unrelated) studies through the Mechanical Turk platform. This was 

done in a few waves. First, participants who rated themselves as a 5 or 6 on a 6-point social 

conservatism scale were emailed. When this did not allow us to achieve our desired sample (see 

explanation of preregistration below), we emailed those who answered 4 on the social 

conservatism scale. We then emailed those who responded 4-6 on a fiscal conservatism scale. 

And, finally, we emailed participants who indicated a Republican affiliation (and who had not 

previously been emailed). Participants in session 4 were emailed with a higher HIT payout 

(hence the separation with session 3).   

The participant breakdowns and dates for each session were as follows: 

- Session 1: July 7th, 2017. N = 503 completed the experiment. Based on our preregistration 

(see below), participants who indicated responding randomly (N = 14) or searching 

online for any of the headlines during the experiment (N = 9) were removed from 

analysis. The final sample was 479 (Mage = 36, SDage = 11, 52.6% male).  

- Session 2: July 13th, 2017. N = 2,028 completed the experiment. Based on our 

preregistration (see below), participants who indicated responding randomly (N = 90) or 

searching online for any of the headlines during the experiment (N = 59) were removed 

from analysis. The final sample was 1879 (Mage = 37, SDage = 12, 43.8% male).  

- Session 3: July 28th-August 9th, 2017. N = 1,495 completed the experiment (Mage = 39, 

SDage = 12, 42.6% male). We stopped preregistering participant removal for random 

responding/ search engine use since it had no consequence for the previous experiments.  

- Session 4: August 9th-August 14th, 2017. N = 400 completed the experiment (Mage = 37, 

SDage = 11, 47.5% male). 

- Session 5: August 14th, 2017. N = 1,018 completed the experiment (Mage = 35, SDage = 

12, 45.7% male).  

2.2 Materials 

 

Following the headlines, participants completed seven items from two versions of the Cognitive 

Reflection Test (CRT). First, they received a reworded version of the original Frederick (2005) 

CRT (via Shenhav, Rand, & Greene, 2012). Second, we administered the 4-item non-numeric 

CRT from Thomson and Oppenheimer (2016).  

 

Participants were asked the following demographic questions at the end of each experiment: age, 

sex, education, proficiency in English, political party (Democratic, Republican, Independent, 
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other), social and economic conservatism (separate items), and two questions about the 2016 

election. For these election questions, participants were first asked to indicate who they voted for 

(given the following options: Hillary Clinton, Donald Trump, Other Candidate (such as Jill Stein 

or Gary Johnson), I did not vote for reasons outside my control, I did not vote but I could have, 

and I did not vote out of protest). Participants were then asked “If you absolutely had to choose 

between only Clinton and Trump, who would you prefer to be the President of the United 

States”.  

 

For every session except the first, we also asked a series of questions about media perceptions. 

These included (in the following order):  

 

1) “Some people think that by criticizing leaders, news organizations keep political 

leaders from doing their job. Others think that such criticism is worth it because it keeps 

political leaders from doing things that should not be done. Which position is closer to 

your opinion?” (response options: Criticism from news organizations keeps political 

leaders from doing their job / Criticism from news organizations keeps political leaders 

from doing things that should not be done) 

2) “In presenting the news dealing with political and social issues, do you think that news 

organizations deal fairly with all sides, or do they tend to favor one side?” (response 

options: News organizations tend to deal fairly with all sides / News organizations tend to 

favor one side).  

3) “To what extent do you trust the information that comes from the following?” (with 

the following items: “National news organizations”, “Local news organizations”, 

“Friends and family”, “Social networking sites (e.g., Facebook, Twitter)”, and “3rd party 

fact-checkers (e.g., snopes.com, factcheck.org)” / response options: none at all / a little / a 

moderate amount / a lot / a great deal).  

4) “Prior to your taking this study, were you aware of the existence of 3rd party fact 

checkers (e.g., snopes.com, factcheck.org)?” (yes / no). 

 

For those in the Warning treatment, we also included the following questions (in all 

experiments): 1) “To what extent did the "Disputed by 3rd Party Fact-Checkers" tag influence 

your opinion about the accuracy of the news headlines?” (response options: none at all / a little / 

a moderate amount / a lot / a great deal), and 2) “Do you have any comments about the 

“Disputed by 3rd Party Fact-Checkers” tag?” (open response). Participants in the Warning 

treatment in experiments 3, 4, and 5 were also asked the following two open-ended questions: 1) 

“Please tell us in more detail what seeing the "Disputed by 3rd Party Fact-Checkers" tag made 

you think about the articles that were tagged” and 2) “Please tell us in more detail what seeing 

the "Disputed by 3rd Party Fact-Checkers" tag made you think about the articles that were NOT 

tagged.” They were also asked the following questions: 
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Participants in all experiments were finally asked to indicate 1) if they responded randomly at 

any point during the experiment, 2) whether they searched the internet for the headlines during 

the experiment, and 3) if they would ever consider sharing something political on social media. 
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4. Analyses of accuracy for Study 1 disaggregated by session 

In the main text Table 1, we presented a single regression model that collapsed across the five 

experimental sessions in Study 1. Here we conduct the same regression model separately for 

each session, and meta-analyze the resulting coefficients for the Warned dummy (capturing the 

Warning Effect) and Untagged dummy (captured the Implied Truth Effect). As can be seen in 

Figure S1, for both effects, the effect is the same direction in every session and the 95% 

confidence intervals are all overlapping. Furthermore, Chi2 tests indicate that there is no 

evidence of significant variation in effect size across sessions for both the Warning Effect 

(p=.64) and Implied Truth Effect (p=.69). 

 

 

Figure S1. Forest plots showing the effect size with 95% confidence intervals for each of the five sessions 

(grey box proportional to weight placed on the experiment by the random effects meta-analysis), as well 

as the meta-analytic effect size estimate (dotted red line) and 95% confidence interval (diamond) for the 

(a) Warned dummy and (b) Untagged dummy.  
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5. Pre-registered analyses of accuracy for Study 1 

As the analysis of accuracy judgments that we present for Study 1 in the main text deviated from 

our pre-registered analysis plan, for completeness here we describe a meta-analysis of the results 

of the pre-registered analyses, which were conducted as follows. First, we computed the average 

accuracy rating for each subject for each type of headline (Treatment: tagged fake news, 

untagged fake news, real news; Control: fake news, real news). Then, to calculate the warning 

effect, we computed Cohen’s d for each experiment for the comparison between tagged fake 

news from the Warning treatment and fake news from Control; for the implied truth effect for 

fake news, we computed Cohen’s d for each experiment for the comparison between untagged 

fake news from the Warning treatment and fake news from Control; and for the implied truth 

effect for real news, we compute Cohen’s d for each experiment for the comparison between real 

news from the Warning treatment and real news from Control. We then meta-analyzed the five 

Cohen’s d values using random effects meta-analysis to arrive at our overall effect size estimate.  

We find a significant warning effect, as fake news headlines tagged as disputed in the Warning 

treatment were rated as significantly less accurate than those in the control (the warning effect), d 

= .20, z = 6.91, p < .001, Figure S2a. Furthermore, the negative effect of the warning was 

significantly larger for politically concordant (d = .22) than politically discordant headlines (d = 

.12), z = 4.21, p < .001. We also find a significant implied truth effect. Fake news headlines that 

were not tagged in the Warning treatment were rated as significantly more accurate than those in 

the control, d = .06, z = 2.09, p = .037, Figure S2b; and real news headlines in the Warning 

treatment were rated as significantly more accurate than real news headlines in the control, d = 

.09,  z= 3.19, p = .001, Figure S2c.  
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Figure S2. Forest plots showing the effect size with 95% confidence intervals for each of the five 

experiments (light blue box proportional to weight placed on the experiment by the random effects meta-

analysis), as well as the meta-analytic effect size estimate (dotted red line) and 95% confidence interval 

(diamond) for the (a) warning effect, (b) implied truth effect for fake news, and (c) implied truth effect for 

real news. Arrows indicate Cis that extent beyond the visible window. 
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6. Analysis of social media sharing intentions in Study 1 

In Study 1, participants were asked whether they would share each headline immediately after 

indicating how accurate they thought the headline was. Thus, these sharing decisions are 

potentially corrupted by the preceding accuracy judgments (an issue which we correct in Study 

2). Nonetheless, for completeness we repeat our main text analysis of accuracy judgments in 

Study 1 for social media sharing intentions. We see that although neither effect is statistically 

significant, the pattern is similar to what we observed for accuracy in the main text: an increase 

in sharing probability for untagged headlines in the Warning treatment that is 1/3 the size of the 

decrease in sharing probability for headlines with a warning (3.6% increase vs 9.1% decrease).  

Table S1. Logistic regression predicting accuracy likelihood of subjects saying they would consider sharing a given 

headline (0=No, 1=Maybe,Yes) in Study 1. Robust standard errors clustered on subject and item. “Concordant” = 

1 for politically consistent and 0 for politically inconsistent  *p<.05, **p<.01, ***p<.005 

  (1) (2) (3) (4) (5) 

 Odds Ratio 95% Confident Interval z p-value 

            

Warned 0.909 0.799 1.034 -1.455 0.146 

Untagged 1.036 0.955 1.123 0.849 0.396 

True 2.460*** 2.020 2.996 8.950 <.001 

Prefer Trump 1.048 0.972 1.131 1.218 0.223 

Concordant 1.728*** 1.555 1.921 10.14 <.001 

      
Warned X Concordant 0.861*** 0.791 0.936 -3.503 <.001 

Warned X Trump 1.073 0.976 1.180 1.456 0.145 

Warned X Concordant X Trump 1.155 0.963 1.386 1.554 0.120 

      
Untagged X True 0.999 0.944 1.058 -0.0244 0.981 

Untagged X Concordant 0.953*** 0.909 0.999 -2.020 0.043 

Untagged X Trump 1.085 0.999 1.178 1.935 0.053 

Untagged X Concordant X Trump 1.032 0.988 1.077 1.425 0.154 

Untagged X True X Trump 0.930*** 0.873 0.990 -2.266 0.023 

Untagged X Concordant X True 1.064*** 1.001 1.132 1.977 0.048 

Untagged X Concordant X True X Trump 0.996 0.950 1.044 -0.170 0.865 

      
True X Concordant 1.137 0.925 1.397 1.222 0.222 

Concordant X Trump 1.064 0.878 1.289 0.633 0.527 

True X Trump 0.970 0.873 1.077 -0.578 0.563 

True X Concordant X Trump 1.059 0.723 1.549 0.294 0.769 

      
Session Dummies YES     

Constant 0.211*** 0.178 0.250 -17.93 <.001 

      
Observations 126,131     
Subjects 5247     
Items 24         
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7. Further methodological details for Study 2 

5.1 Participants 

Our preregistration (which can be found here: https://osf.io/b5m3n/) specified that we would 

“aim to recruit 3000 participants on Mechanical Turk but retain all individuals who complete the 

study.” We fell slightly short of 3,000 recruited participants because 9 test-runs were included in 

the data but obviously were not valid participants. We nonetheless did include all individuals 

who completed the social media sharing study. This study was run on February 13th-16th, 2019.  

5.2 Materials 

Immediately after the news sharing test, we asked participants in the Warning and 

Warning+Verification conditions two follow-up questions to assess the inferences that 

participants made about the presence or absence of warnings. Participants in the Warning 

treatment were asked: “When you saw a headline that was NOT marked as False (that is, it had 

no stamp on it), to what extent did you think it was unmarked because it (i) had been checked 

and verified as true by fact-checkers, or (ii) had not yet been checked by fact-checkers?” (they 

were then asked to choose between (i), (ii), or a third option “Neither (i) or (ii) – [please specify, 

if you would like]”). Participants in the Warning+Verification treatment were asked: “When you 

saw a headline that was NOT marked as False or True (that is, it had no stamp on it), to what 

extent did you think it was unmarked because it (i) had been checked and verified as true by fact-

checkers, or (ii) had not yet been checked by fact-checkers?” and given the same response 

options.  

After the primary task, participants completed the CRT (as in Study 1), along with the media 

trust questions (as in Study 1), and a number of demographic questions: age, gender, education, 

income, ethnicity, English fluency, political party preference (both past and present), social and 

economic political ideology (both past and present), 2016 POTUS vote, 2018 Congress vote, 

percentage of social circle who votes like themselves, centrality of political ideology to identity 

(2 items), religious belief (6 items; both past and present). In addition, participants completed a 

political knowledge survey and an exploratory “post-truth” measure. At the end of the survey, 

participants were asked if they responded randomly or searched the internet for the headlines.     

5.3 Procedure 

 

Following consent, participants were first asked to answer two questions about their social media 

use (for screening purposes). Eligible participants were then presented with the following 

instructions: “You will be presented with a series of news headlines from 2016-2018 (32 in 

total). We are interested in whether you would be willing to share the story on social media (for 

example, on Facebook and/or Twitter - if the answer is 'yes' for one of the platforms but not the 

other, please respond with 'yes'). Note: The images may take a moment to load. Also, the survey 

will auto-advance when you select an option for the news headlines.” This was followed by: 

“75% of the headlines in the study have been checked for accuracy using the professional fact-

https://osf.io/b5m3n/
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checking website Snopes.com. Snopes is the oldest and largest fact-checking site online, 

investigating the truth of urban legends, hoaxes, memes, and rumors on the internet for more 

than 25 years. Snopes has been independently verified by the International Fact-Checking 

Network (IFCN), which lists its core principles as: ‘non-partisanship and fairness, transparency 

of sources, transparency of funding and organization, transparency of methodology, and open 

and honest corrections policy.’”  

 

Participants were then randomly assigned to one of three conditions: 1) Control where 16 false 

and 16 true news headlines were displayed without any stamps, 2) Warning treatment where 12 

randomly selected false news headlines were displayed with a “FALSE” stamp (see Figure 6) 

and the remainder of the items (4 false, 16 true) were displayed without any stamps, or 3) 

Warning+Verification treatment where 12 randomly selected false news headlines were 

displayed with a “FALSE” stamp and 12 randomly selected true news headlines were displayed 

with a “TRUE” stamp. Moreover, participants in the Warning and Warning+Verification 

treatments were randomly assigned to one of two counterbalance conditions wherein one set of 

headlines were stamped for one condition and the other set was stamped for the other condition. 

The order of the false and true headlines was randomized for each participant.  

 

Following random assignment into the three conditions, participants received additional 

instructions. For the Control condition, this was simply: “However, the accuracy of headlines 

(based on the Snopes investigations) will not be labeled.” For the Warning treatment, 

participants were told: “To provide you with additional information: * If a headline has been 

checked and found to be listed as untrue on Snopes, it will be labeled FALSE. * If a headline has 

not been checked, or has been checked and is not listed as untrue on Snopes, it will have no 

label.” Participants in the Warning+Verification treatment were told: “To provide you with 

additional information: * If a headline has been checked and found to be listed as untrue on 

Snopes, it will be labeled FALSE. * If a headline has been checked and is not listed as untrue on 

Snopes, it will be labeled TRUE. * If a headline has not been checked, it will have no label.”  

 

Then, continuing on to the main experiment, for each headline participants answered the 

following question: “If you were to see the above article on Facebook, would you consider 

sharing it?” (response options: no, yes). We note that although these sharing decisions were 

hypothetical, there is reason to believe that participant responses are revealing of actual sharing 

behavior on social media: across a set of political news headlines, Mosleh, Pennycook, & Rand 

(2019) find that self-reported sharing intentions collected on Mechanical Turk are strongly 

correlated with the number of tweets and retweets a given headline actually received on Twitter. 
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